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Abstract

Let Hn be the set of all nonsingular Hermitian matrices in Mn (C). Let H ∈ Hn

be given. Define ΛH : Mn (C) → Mn (C) by ΛH(A) = H−1A∗H. We say that an
A ∈ Mn (C) is ΛH-symmetric if ΛH(A) = A. Let A = SJS−1 be such that J is the
Jordan Canonical Form of A. We show that there exists a nonsingular P ∈ Mn (C)
such that P ∗HP has the same block structure as J . Let

GA = {H∈ Hn : A is ΛH − symmetric} ,

and let G ∈ GA be given. We also determine the possible inertia of G.
Key words: ΛH -symmetric matrices

1 Introduction

Let Mn,m (F) be the set of all n-by-m matrices over F = C or F = R. When m = n, we write
Mn (F) ≡ Mn,n (F). Let Hn be the set of all nonsingular Hermitian matrices in Mn (C).
Let H ∈ Hn be given. Define ΛH : Mn (C)→Mn (C) by ΛH(A) = H−1A∗H. One checks
that for A,B ∈ Mn (C), we have ΛH (AB) = ΛH (B) ΛH (A) and that ΛH (ΛH (A)) = A.
We say that an A ∈Mn (C) is ΛH-symmetric if ΛH(A) = A.

When H = I, the ΛH -symmetric matrices are the Hermitian matrices. We note that
ΛH -symmetric matrices are also called H-self adjoint matrices [2]. They are used in iden-
tifying spectral properties of matrix polynomials with Hermitian coefficients and in solving
continuous algebraic Ricatti equations.
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We let Jn (λ) ∈ Mn (C) be the (upper triangular) Jordan block corresponding to the
eigenvalue λ. Let A ∈ Mn (C) be given. There exists an H ∈ Hn such that A is ΛH -
symmetric if and only if A is similar to a real matrix [4, Theorem 4.1.7], so that the Jordan
Canonical Form of A, say J , contains only blocks of the form (i) Jl (α) with α ∈ R, or (ii)
Jk (λ)⊕Jk

(
λ
)

with λ /∈ R. It is known that H is ∗congruent to a block diagonal matrix that
is conformal to J [1, Theorem 2.1]. This result is attributed to Weierstrass and Kronecker
and the proof uses matrix pencils. We present an elementary approach.

Let H ∈ Mn (C) be Hermitian. The inertia of H is the ordered triple of nonnegative
integers i(H) ≡ (i+(H), i−(H), i0(H))where i+(H), i−(H) and i0(H) are respectively the
number of positive, negative and zero eigenvalues of H, counting multiplicities. If i(H) =
(p, q, r), then i(−H) = (q, p, r). Suppose that A,B ∈ Mn (C) are both Hermitian. Then
A⊕B is also Hermitian. Moreover, if i (A) = (p1, q1, r1) and if i (B) = (p2, q2, r2), then i(A⊕
B) = (p1 + p2, q1 + q2, r1 + r2). For Hermitian H,G ∈ Mn (C), there exists a nonsingular
X ∈Mn (C) such that H = X∗GX if and only if i (H) = i (G) [4, Theorem 4.5.8].

We are also interested in the following problem. Let A ∈Mn (C) be given. Suppose that
there exists anH ∈ Hn such thatA is ΛH -symmetric. Let GA = {H∈ Hn : A is ΛH − symmetric},
and let G ∈ GA be given. We wish to determine the possible inertia of G.

Let H ∈ Hn be given. Let X ∈ Mn (C) be nonsingular. Then X∗HX ∈ Hn.
Let A ∈ Mn (C) be given. One checks that A = H−1A∗H if and only if X−1AX =

(X∗HX)
−1 (

X−1AX
)∗

(X∗HX), that is, A is ΛH -symmetric if and only if X−1AX is
Λ(X∗HX)-symmetric.

1.1 Notation

We denote the set of positive integers by N. Let n ∈ N be given. For A ∈ Mn (C),
we denote the spectrum of A by σ(A). We define the n-by-n backward identity matrix
Bn = [bij ] ∈Mn (C) with

bij =

{
1 if i+ j = n+ 1
0 otherwise

.

Notice that Bn ∈ Hn and that B−1n = Bn. The eigenvalues of Bn are 1 and −1. If n = 2k
is even, then tr(Bn) = 0 and i(Bn) = (k, k, 0). If n = 2k + 1 is odd, then tr(Bn) = 1 and
i (Bn) = (k + 1, k, 0).

Let A = [aij ] ∈ Mn (C) be given. Then BnABn = [an+1−i,n+1−j ]. In particular, we

have BnJn (λ)Bn = (Jn (λ))
T

, so that for every nonnegative integer k, we have(
(Jn (λ))

T
)k
Bn = Bn (Jn (λ))

k
. (1)

We use the convention that when k = 0, we have (Jn (λ))
k

= In. Now, notice that BnJn (0)
is a matrix with 1 in the diagonal just below the nonzero diagonal of Bn and 0 elsewhere.
In general, BnJ

r
n (0) is a matrix with 1 in the rth diagonal (1 ≤ r ≤ n−1) below the nonzero

diagonal of Bn and 0 elsewhere. Moreover, Jr
n (0)Bn is a matrix with 1 in the rth diagonal

(1 ≤ r ≤ n− 1) above the nonzero diagonal of Bn and 0 elsewhere.

Definition 1. Let −→a = [a1 · · · an]
T ∈ Cn be given. Then

1. TU (−→a ) ≡
∑n

i=1 aiJ
i−1
n (0) is called upper Toeplitz.

2. TL(−→a ) ≡ BnTU (−→a )Bn =
∑n

i=1 ai
(
J i−1
n (0)

)T
is called lower Toeplitz.
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3. HL(−→a ) ≡ BnTU (−→a ) =


0 0 · · · 0 a1
0 0 · · · a1 a2
...

... ↙ a2
...

0 a1 ↙ ↙ an−1
a1 a2 · · · an−1 an

 ∈Mn (C) is called lower Hankel.

4. HU (−→a ) ≡ TU (−→a )Bn is called upper Hankel.

Let A, B ∈Mn (C) be given. We say that A is congruent to B if there exist nonsingular
X, Y ∈Mn (C) such that A = XBY . One checks that congruence is an equivalence relation
in Mn (C). Moreover, if A and B are congruent, then either both are singular or both are
nonsingular. In fact, A is congruent to B if and only if A and B have the same rank.

For each −→a ∈ Cn, notice that TU (−→a ), TL(−→a ), HL(−→a ), and HU (−→a ) are all congruent. If
−→a = [a1 · · · an]

T
, then TU (−→a ) is nonsingular if and only if a1 6= 0. Notice that a lower or

an upper Hankel matrix is symmetric, and hence, is Hermitian if and only if −→a ∈ Rn. The
set of all upper Toeplitz matrices is a subspace of Mn (C). Moreover, a product of upper
Toeplitz matrices is an upper Toeplitz matrix. Each respective set (that is, the set of lower
Toeplitz, the set of lower Hankel, and the set of upper Hankel) is a subspace of Mn (C).
However, the product of two lower Hankel matrices is not necessarily lower Hankel.

Let −→a ,
−→
b ∈ Cn be given. Then TU (−→a )HU (

−→
b ) = TU (−→a )TU (

−→
b )Bn is upper Hankel.

The following table gives the type of product achieved when a type of factor on the first
column is multiplied to a type of factor on the top row. In [3], a similar table for products
of triangular matrices is given.

Proposition 2. Let HL be a lower Hankel matrix, let HU be an upper Hankel matrix, let
TL be a lower Toeplitz matrix, and let TU be an upper Toeplitz matrix. Then we have the
following multiplication table for the form of products of matrices. The column on the left
represents the left factor of the product, while the top row represents the right factor of the
product.

• HL HU TL TU
HL TL HL

HU TU HU

TL HL TL
TU HU TU

Let A ∈ Mn (C) be upper Toeplitz and let B ∈ Mn (C) be lower Hankel. Then AT is
lower Toeplitz, BA is lower Hankel, and ATBA is lower Hankel.

Let n and m be given integers with n ≥ m. Let T ∈ Mm (C) be lower Toeplitz. Set

A ≡ [T 0] ∈ Mm,n (C). Let k be an integer with k ≤ m. Write A =

[
T1 0
T2 T3

]
, with

T3 ∈Mk (C), and notice that T3 is also lower Toeplitz.

Lemma 3. Let n,m1, and m2 be given integers with n ≥ m1 ≥ m2. Let T1 ∈ Mm1
(C)

be lower Toeplitz and let H1 ∈ Mm2 (C) be lower Hankel. Let T = [T1 0] ∈ Mm1,n (C) and

let H =

[
0
H1

]
∈ Mn,m2

(C). Then TH =

[
0
H2

]
∈ Mm1,m2

(C) and H2 ∈ Mm2
(C) is lower

Hankel.
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Proof: Write T ≡
[
T2 0
T3 T4

]
, with T4 ∈ Mm2 (C). Then T4 is lower Toeplitz and

TH =

[
0

T4H1

]
. Proposition 2 guarantees that H2 ≡ T4H1 is lower Hankel.

Let n ≥ m be given integers. Let H1 ∈ Mm (C) be lower Hankel, and set H ≡[
0
H1

]
∈ Mn,m (C). Write Bn =

[
0 Bm

Bn−m 0

]
. Then, BnH =

[
BmH1

0

]
and

that BmH1 is upper Toeplitz. Conversely, let T1 ∈ Mm (C) be upper Toeplitz, and set

T ≡
[
T1
0

]
∈ Mn,m (C). Write Bn =

[
0 Bn−m
Bm 0

]
. Then, BnT =

[
0

BmT1

]
and that BmT1 is lower Hankel. Suppose n ≤ m. Let H1 ∈ Mn (C) be lower Hankel
and let H = [0 H1] ∈ Mn,m (C). Then BnH = [0 BnH1], and that BnH1 is upper
Toeplitz. Conversely, if T1 ∈Mn (C) is upper Toeplitz and if T = [0 T1] ∈ Mn,m (C), then
BnT = [0 BnT1] and that BnT1 is lower Hankel.

Lemma 4. Let n and m be given integers with n ≥ m. Let H1 ∈Mm (C) be lower Hankel

and let H =

[
0
H1

]
∈ Mn,m (C). There exists an upper Toeplitz T1 ∈ Mm (C) such that

T =

[
T1
0

]
∈ Mn,m (C) and BnT + H = 0. Conversely, let T1 ∈ Mm (C) be upper Toeplitz

and let T =

[
T1
0

]
∈ Mn,m (C). There exists a lower Hankel H1 ∈ Mm (C) such that

H =

[
0
H1

]
∈Mn,m (C) and BnT +H = 0.

Let (n1, . . . , nk) ∈ Nk be given, and let n =
∑k

i=1 ni. Let λ1, ..., λk ∈ C be given, and
let J = Jn1 (λ1)⊕ · · · ⊕ Jnk

(λk). Suppose that

JX = XJ. (2)

Write X = [Xst] conformal to J . Then, Jns
(λs)Xst = XstJnt

(λt). If λs 6= λt, then
Xst = 0. If λs = λt, then we have Jns

(0)Xst = XstJnt
(0). (i) If ns = nt, then

Xst = TU (−→a ) for some −→a ∈ Cn; (ii) if ns > nt, then Xst =

[
T
0

]
for some upper Toeplitz

T ∈Mnt
(C); and (iii) if ns < nt, then Xst = [0 T ] for some upper Toeplitz T ∈Mns

(C).

Definition 5. Let α = (n1, . . . , nk) ∈ Nk and n =
∑k

i=1 ni. Let 1 ≤ s, t ≤ k be integers, let
Hst ∈Mns,nt

(C) be given, and let H = [Hst] ∈Mn (C). Then H is said to be α−blockwise
upper Toeplitz if for every s and t, there exists an upper Toeplitz Tst ∈ Mp (C) with p =
min{ns, nt} such that Hst has one of the following forms:

1. Tst if ns = nt

2.

[
Tst
0

]
if ns > nt

3. [0 Tst] if ns < nt.

The set of α−blockwise upper Toeplitz matrices is a subspace of Mn (C). We are
interested in two particular types of Jordan blocks: (i) for a given λ ∈ R,

L1 (λ) = Jn1 (λ)⊕ · · · ⊕ Jnp (λ) (3)
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with n1 ≥ · · · ≥ np, and (ii) for β ∈ Cr R,

L2 (β) =
(
Jk1

(β)⊕ Jk1

(
β
))
⊕ · · · ⊕

(
Jkq

(β)⊕ Jkq

(
β
))

(4)

with k1 ≥ · · · ≥ kq. In equation (2), suppose that λ1 = · · · = λk. Then X is a solution to
equation (2) if and only if X is α−blockwise upper Toeplitz. Suppose that J has the form
of L2 (β) in equation (4), and let α = (k1, k1, ..., kq, kq). Then X = [Xst] (conformal to J)
is a solution to equation (2), if and only if X is α−blockwise upper Toeplitz and Xst = 0
whenever s+ t is odd.

For α = (n1, . . . , nk) ∈ Nk, we assume that n1 ≥ · · · ≥ nk.
We look at solutions to the equation

J∗Y = Y J . (5)

Write Y = [Yst] conformal to J . Then, we have (Jns
(λs))

∗
Yst = YstJnt

(λt). If λt 6= λs,
then Yst = 0. If λt = λs, then JT

ns
(0)Yst = YstJnt

(0). Set Z = Bns
Yst. Then,

we have ZJnt
(0) = Bns

YstJnt
(0) = Bns

JT
ns

(0)Yst = Jns
(0)Bns

Yst = Jns
(0)Z so that

ZJnt (0) = Jns (0)Z. Hence, (i) if ns = nt, then Yst = HL (−→a ) for some −→a ∈ Cn; (ii) if

ns > nt, then Yst =

[
0
H

]
for some lower Hankel H ∈ Mm (C); and (iii) if ns < nt, then

Yst = [0 H] for some lower Hankel H ∈Mn (C).

Definition 6. Let α = (n1, . . . , nk) ∈ Nk and n =
∑k

i=1 ni. Let 1 ≤ s, t ≤ k be integers, let
Hst ∈Mns,nt

(C) be given, and let H = [Hst] ∈Mn (C). Then H is said to be α−blockwise
lower Hankel if for every s and t, there exists a lower Hankel Gst ∈ Mp (C) with p =
min{ns, nt} such that Hst has one of the following forms:

1. Gst if ns = nt

2.

[
0
Gst

]
if ns > nt

3. [0 Gst] if ns < nt.

A solution to equation (5) is α−blockwise lower Hankel. The set of α−blockwise lower
Hankel matrices is a subspace of Mn (C).

Suppose that J = L2 (β) in equation (4). Let α = (k1, k1, ..., kp, kp). If Y satisfies
equation (5), then Y is α−blockwise lower Hankel. Moreover, if Y = [Yst] is conformal to
J , then Yst = 0 whenever s+ t is even.

Definition 7. Let H = [Hst] ∈ Mn (C) be given. We say that H is checkered if Hst = 0
whenever s+ t is even, that is, whenever s and t are both odd or both even.

2 ΛH−Symmetric Matrices

Let H ∈ Hn be given. Let A ∈Mn (C) be ΛH− symmetric, so that H−1A∗H = A. Then
A is similar to a real matrix. There exist a nonsingular S ∈ Mn (C), scalars λ1, ..., λk ∈ R
and β1, ..., βt ∈ CrR; Jordan matrices J1i (λi) that have the form L1 (λi) in equation (3) for
i = 1, ..., k, Jordan matrices J2j (βj) that have the form L2 (βj) in equation (4) for j = 1, ..., t
such that K1 = J11 (λ1)⊕ · · · ⊕ J1k (λk), K2 = J21 (β1)⊕ · · · ⊕ J2t (βt), J = K1 ⊕K2, and
A = SJS−1 is the Jordan Canonical Form of A.
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Let C = S∗HS, so that C ∈ Hn. Then, J∗C = CJ , so that C = C1 ⊕ C2 with Ci

having the same size as Ki for i = 1, 2. Moreover, C1 = C11 ⊕ · · · ⊕ C1k, with C1i having
the same size as J1i (λi) for each i = 1, ..., k. We also have C2 = C21 ⊕ · · · ⊕ C2t, with C2j

having the same size as J2j (βj) for each j = 1, ..., t. We show that for each i = 1, ..., k,
there exist a diagonal D1i having the same block sizes as J1i (λi) and a nonsingular Vi that
commutes with J1i (λi) such that C1i = V ∗i D1iVi. We also show that for each j = 1, ..., t,
there exist a diagonal D2j having the same block sizes as J2j (βj) and a nonsingular Wj

such that C2j = W ∗j D2jWj . Notice that Wj does not commute with J2j (βj), otherwise,
D2j is checkered and is 0.

Let α1i = (ni1, . . . , nip) and let α2j = (nj1, nj1, . . . , njq, njq). For each i and j, we have
that Cij is Hermitian, nonsingular, and αij−blockwise lower Hankel. We look at a single
block nonsingular lower Hankel matrix.

Let −→a = [a1 · · · an]
T ∈ Cn. Let 2 ≤ k ≤ n be an integer and let Ak = I + αkJ

k−1
n (0).

Notice that Ak commutes with TU (−→a ). Equation (1) guarantees that AT
kBn = BnAk.

Since HL (−→a ) = BnTU (−→a ), we have

HL

(−→
b
)
≡ AT

kHL (−→a )Ak = HL (−→a )
(
I + 2αkJ

k−1
n (0) + α2

kJ
2k−2
n (0)

)
. (6)

Hence b1 = a1 and bk = ak + 2αka1. Suppose that a1 6= 0. If a2 6= 0, then take
k = 2 and choose α2 = − a2

2a1
so that b2 = 0. If b3 6= 0, then take k = 3 and consider

HL (−→c ) ≡ AT
3HL

(−→
b
)
A3. Choose α3 = − b3

2b1
so that c3 = c2 = 0. Notice that A2A3

is nonsingular and upper Toeplitz. Continuing in this manner, there exists a nonsingular
upper Toeplitz P ∈ Mn (C) such that PTHL (−→a )P = a1Bn. If −→a ∈ Rn, then each αk is
real, and P is also real.

Lemma 8. Let −→a = [a1 · · · an]
T ∈ Cn be given with a1 6= 0. There exists a nonsingular

upper Toeplitz P ∈ Mn(C) such that PTHL (−→a )P = a1Bn. If −→a ∈ Rn, then P may be
chosen to be real.

We look at the blocks C1i. Suppose that J = L1 (λ) as in equation (3). Let α =

(n1, . . . , nk), let n =
∑k

i=1 ni, and let δ = (n2, ..., nk). Suppose that H = [Hst] ∈ Hn

(conformal to J) satisfies J∗H = HJ so that H is α−blockwise lower Hankel. Notice
that each Hii is lower Hankel and Hermitian, so that each Hii is also real. Write H =[
M11 M12

M21 M22

]
, with M11 = H11. Then M22 is Hermitian and δ−blockwise lower Hankel.

If H1k has the same size as H1j , then adding a multiple of column k to column j (and
putting it in column j) results in a matrix that is still α−blockwise lower Hankel. This is
the same as multiplying H by P = [Pst] on the right, where Pss = Ins , Pkj = aInj , and the
other Pst are 0. Similarly, if Hj1 has the same size as Hk1, then adding a multiple of row j
to row k (and putting it in row k) results in a matrix that is still α−blockwise lower Hankel.
This is the same as multiplying H by Q = [Qst] on the left, where Qss = Ins

, Qkj = aInk
,

and the other Qst are 0. Both P and Q commute with J .

Let
−→
h = [h1 · · ·hn1

]
T ∈ Rn1 and let H11 = HL

(−→
h
)

. We show that without loss of

generality, we may assume that H11 is nonsingular.
If h1 6= 0, then H11 is nonsingular. Suppose that h1 = 0. There exist a k ∈ {2, . . . , n}

such that n1 = n2 = · · · = nk, a
−→
b = [b1 · · · bn1

]
T ∈ Cn1 with b1 6= 0, and H1k = HL

(−→
b
)

;

otherwise, the first row of H is 0 and H is singular. Let −→c = [c1 · · · cn1 ]
T ∈ Rn1 be

given and let Hkk = HL (−→c ). Let P1 = [Pst] ∈ Mn (C) be such that Pss = Ins for all s,
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Pk1 = aIn1
, and the other blocks are 0. Then P1 commutes with J and P ∗1HP1 ∈ Hn is

α−blockwise lower Hankel. The (1, 1) block of P ∗1HP1 is G1 = H11+aH1k+aH∗1k+|a|2Hkk.

Let
−→
d = [d1 · · · dn1 ]

T ∈ Rn1 and let G1 = HL(
−→
d ). Then, d1 = ab1 + ab1 + |a|2c1. If

c1 = 0, then choose a = b1, otherwise, choose a so that Re(ab1) (the real part of ab1) has
the same sign as c1. Hence, G1 may be assumed to be nonsingular.

Let H = [Hst] ∈ Hn be α−blockwise lower Hankel and suppose that H11 is nonsin-
gular. Lemma 8 guarantees that there exists a nonsingular upper Toeplitz T ∈ Mn1

(R)
such that T ∗H11T = h1Bn1

. Set P2 = T ⊕ In−n1
. Then P2 commutes with J and

P ∗2HP2 =

[
h1Bn1 G4

G∗4 G3

]
where G4 = [(T ∗H12) · · · (T ∗H1k)] and G3 = [H(s+1)(t+1)]

for s, t ∈ {1, . . . , k − 1} is δ−blockwise lower Hankel. We systematically reduce the
block components of G4. Because T ∗ is lower Toeplitz, Lemma 3 ensures that for each

i = 2, ..., k, we have T ∗H1i =

[
0
Fi

]
, where Fi ∈ Mn (C) is lower Hankel. Lemma 4

guarantees that there exists T2 ∈ Mn1,n2
such that T2 =

[
S2

0

]
with S2 ∈ Mn2

(C) an

upper Toeplitz, and h1Bn1
T2 + T ∗H12 = 0. Set N2 = [T2 0 · · · 0] ∈ Mn1,n−n1

and

set Q2 =

[
In1 N2

0 In−n1

]
. Then Q2 is α−blockwise upper Toeplitz and commutes with

J . Moreover, Q∗2(P ∗2HP2)Q2 =

[
h1Bn1

G5

G∗5 G6

]
, where G5 = [0 (T ∗H13) · · · (T ∗H1k)]

and G6 =

[
C1 C2

C∗2 C3

]
, with C1 = −T ∗2 T ∗H12 + H∗12TT2 + H22 (a lower Hankel), C2 =

[(H23 + T ∗2 T
∗H13) · · · (H2k + T ∗2 T

∗H1k)], and C3 = [H(s+2)(t+2)] for s, t ∈ {1, . . . , k − 2}.
One checks that G6 is a δ−blockwise lower Hankel. We apply a similar process to zero-out
the entries of G5 while maintaining that G6 is a δ−blockwise lower Hankel matrix. At each
step, the matrix we use in the reduction commutes with J .

Conversely, suppose that there exists a nonsingular P ∈ Mn (C) such that JP = PJ
and P ∗HP = xBn1 ⊕ G, with x real and G ∈ Hn−n1 is δ−blockwise lower Hankel. Then
H ∈ Hn and P ∗HP is α−blockwise lower Hankel so that J∗P ∗HP = P ∗HPJ , that is,
J∗H = HJ . Hence, H is α−blockwise lower Hankel.

Lemma 9. Let λ ∈ R and α = (n1, . . . , nk) ∈ Nk be given. Set J = Jn1 (λ)⊕ · · · ⊕ Jnk
(λ)

, set n =
∑k

i=1 ni, and set δ = (n2, . . . , nk). Then H ∈ Hn is α−blockwise lower Hankel if
and only if there exist a nonsingular P ∈Mn (C), a nonzero x ∈ R and a δ−blockwise lower
Hankel G ∈ Hn−n1

such that JP = PJ and P ∗HP = xBn1
⊕G.

If x > 0, then we may choose P such that JP = PJ and P ∗HP = Bn1 ⊕G. If x < 0,
then we may choose P such that JP = PJ and P ∗HP = −Bn1

⊕G.
A repeated application of Lemma 9 shows the following.

Theorem 10. Let λ ∈ R and α = (n1, . . . , nk) ∈ Nk be given. Set J = Jn1
(λ)⊕· · ·⊕Jnk

(λ)

and set n =
∑k

i=1 ni. Then H ∈ Hn is α−blockwise lower Hankel if and only if there exist
a nonsingular P ∈ Mn (C) and nonzero x1, ...xk ∈ R such that JP = PJ and P ∗HP =
x1Bn1

⊕ · · · ⊕ xkBnk
.

We now look at the blocks C2j . Suppose that J = L2 (β) as in equation (4). Let
α = (k1, k1, . . . , kp, kp), let n = 2

∑p
i=1 ki, and let δ = (k2, k2, ..., kp, kp). Suppose that

H = [Hst] ∈ Hn (conformal to J) satisfies J∗H = HJ so that H is α−blockwise lower
Hankel and checkered.
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We follow the discussion after Lemma 8. Let
−→
h = [h1 · · ·hk1

]
T ∈ Ck1 and let H12 =

HL

(−→
h
)

. First, we show that it is without loss of generality to assume that H12 is nonsin-

gular. If H12 is singular and if k1 > k2, then H is singular. Hence, there exists an integer
t such that k1 = · · · = kt and H1,2t is nonsingular. Let Q be the matrix such that HQ
adds column 2t of H to column 2 (and places it in column 2). Then G = Q∗HQ = [Gst] is
α−blockwise lower Hankel, Hermitian, and is checkered. Moreover G12 is nonsingular.

Suppose that H12 is nonsingular so that H2 ≡
[

0 H12

H∗12 0

]
is also nonsingular.

Lemma 8 guarantees that there exists an upper Toeplitz P ∈Mk1
(C) such that PTH12P =

h1Bk1
. Set P1 = P ⊕ P and notice that P ∗1H2P1 =

[
0 h1Bk1

h1Bk1
0

]
. Set P2 =

P1 ⊕ In−2k1
. Then P2 commutes with J and G = P ∗2HP2 = [Gst] is α−blockwise lower

Hankel, is Hermitian, and is checkered. Moreover, G12 = h1Bk1
.

We now use G12 to systematically zero out the first row of G. Next, we systematicaly
zero out the second row using G21 = G∗12. Suppose that Q1 is the matrix that does the
job. Then Q1 commutes with J and Q∗1GQ1 is α−blockwise lower Hankel, is Hermitian,
is checkered, and the first two rows are zero except for G12 and G21. Hence, the first
and second columns of G except for G12 and G21have also been zeroed out, that is,
Q∗1GQ1 = P ∗1H2P1 ⊕A2, with A2 α−blockwise lower Hankel, Hermitian, and checkered.

Conversely, suppose that there exist a nonsingular P ∈ Mn (C), a nonzero x ∈ C, and

a δ−blockwise lower Hankel and checkered G ∈ Hn−2n1 such that H1 =

[
0 xBn1

xBn1
0

]
,

JP = PJ and P ∗HP = H1 ⊕G. Then H ∈ Hn and P ∗HP is α−blockwise lower Hankel
and checkered so that J∗P ∗HP = P ∗HPJ , that is, J∗H = HJ . Hence, H is δ−blockwise
lower Hankel and checkered.

Lemma 11. Let β ∈ C r R and α = (n1, n1, . . . , nk, nk) ∈ N2k be given. Set J =(
Jn1

(β)⊕ Jn1

(
β
))
⊕· · ·⊕

(
Jnk

(β)⊕ Jnk

(
β
))

, set n = 2
∑k

i=1 ni, and set δ = (n2, n2, . . . , nk, nk).
Then H ∈ Hn is α−blockwise lower Hankel and checkered if and only if there exist a non-
singular P ∈ Mn (C), a nonzero x ∈ C, and a δ−blockwise lower Hankel and checkered

G ∈ Hn−2n1 such that H1 =

[
0 xBn1

xBn1
0

]
, JP = PJ , and P ∗HP = H1 ⊕G.

A repeated application of Lemma 11 shows the following.

Theorem 12. Let β ∈ C r R and α = (n1, n1, . . . , nk, nk) ∈ N2k be given. Set J =(
Jn1

(β)⊕ Jn1

(
β
))
⊕ · · · ⊕

(
Jnk

(β)⊕ Jnk

(
β
))

and set n = 2
∑k

i=1 ni. Then H ∈ Hn is
α−blockwise lower Hankel and checkered if and only if there exist a nonsingular P ∈Mn (C)

and nonzero x1, ..., xk ∈ C such that for each i = 1, ..., k we have Hi =

[
0 xiBni

xiBni
0

]
,

JP = PJ , and P ∗HP = H1 ⊕ · · · ⊕Hk.

We now use Theorems 10 and 12 to show the following.

Corollary 13. Let H ∈ Hn be given. Let A ∈Mn (C) be given. Then A is ΛH−symmetric
if and only if there exist λ1, ..., λk ∈ R, β1, ..., βt ∈ CrR, nonsingular P ∈Mn (C), nonzero
x1, ..., xk ∈ R, and nonzero y1, ..., yt ∈ C such that

1. K1 = Jn1
(λ1)⊕· · ·⊕Jnk

(λk), for j = 1, ..., t, we have J2,j (βj) = Jmj
(βj)⊕ Jmj

(
βj
)
,

K2 = J2,1 (β1)⊕· · ·⊕J2,t (βt), J = K1⊕K2, and P−1AP = J is the Jordan Canonical
Form of A, and
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2. H1 = x1Bn1 ⊕ · · · ⊕ xkBnk
, for each j = 1, ..., t we have H2,j =

[
0 yjBmj

yjBmj 0

]
,

H2 = H2,1 ⊕ · · · ⊕H2,t, and P ∗HP = H1 ⊕H2.

Let a ∈ C be nonzero. Then C ≡
[

0 aBn

aBn 0

]
is nonsingular. SetQ = 1√

2

[
1
aIn

1
aIn

In −In

]
.

Then, Q−1 = 1√
2

[
aIn In
aIn −In

]
. Moreover, D ≡ Q∗CQ =

[
Bn 0
0 −Bn

]
. Hence, H2 in

Corollary 13 is ∗congruent to (Bm1
⊕−Bm1

)⊕ · · · ⊕ (Bmt
⊕−Bmt

).

Corollary 14. Let H ∈ Hn be given. Let A ∈Mn (C) be ΛH−symmetric. Let λ1, ..., λk ∈
R and β1, ..., βt ∈ CrR be given. Suppose that K1 = Jn1

(λ1)⊕· · ·⊕Jnk
(λk) and that for j =

1, ..., t, we have J2,j (βj) = Jmj
(βj)⊕ Jmj

(
βj
)

and K2 = J2,1 (β1)⊕· · ·⊕J2,t (βt). Suppose
that J = K1 ⊕ K2, that S ∈ Mn (C) is nonsingular, and that A = SJS−1 is the Jordan
Canonical Form of A. There exist a nonsingular Q ∈ Mn (C) and nonzero x1, ..., xk ∈ R
such that H1 = x1Bn1 ⊕ · · · ⊕ xkBnk

, H2 = (Bm1 ⊕−Bm1) ⊕ · · · ⊕ (Bmt ⊕−Bmt) and
Q∗HQ = H1 ⊕H2.

2.1 Inertia of H

Let H ∈ Hn be given. Suppose that A ∈ Mn (C) is ΛH−symmetric. Let GA =
{H∈ Hn : A is ΛH − symmetric}, and let G ∈ GA be given. Corollaries 13 and 14 al-
low for an easy calculation of the inertia of G. Let λ ∈ R be nonzero. Then the inertia
of λBn depends only on the parity of n and on the sign of λ. If n = 2k is even, then
i (λBn) = (k, k, 0), no matter the sign of λ. If n = 2k + 1 is odd and if λ is positive, then
i (λBn) = (k + 1, k, 0). If n = 2k+1 is odd and if λ is negative, then i (λBn) = (k, k + 1, 0).

Let a ∈ C be nonzero. Then the inertia of

[
0 aBn

aBn 0

]
is (n, n, 0).

Let z be the number of Jordan blocks of A corresponding to a real eigenvalue and of
odd size. If z = 0, then there is a positive integer k such that n = 2k so that for every
G ∈ GA, we have i (G) = i (H) = (k, k, 0). Suppose z > 0. Let G ∈ GA be given and let
P ∈Mn (C) be such that P ∗GP = G1⊕G2 is as in Corollary 13. Choose G1 so that xi > 0
whenever ni is odd. If i (G) = (p, q, 0), then we have p− q = z and p+ q = n. The other
possible inertias can be achieved by changing the sign of one or more xi. If k such xi were
changed, then the new inertia (p1, q1, 0) satisfies p1 − q1 = z − 2k. Here, k = 0, ..., z.

Theorem 15. Let H ∈ Hn be given and let A ∈ Mn (C) be ΛH−symmetric. Let z be the
number of Jordan blocks of A corresponding to a real eigenvalue and of odd size. There
exists G ∈ GA with inertia (p, q, 0), where p − q = z and p + q = n. If F ∈ GA, then
the possible inertia of F is i (F ) = (p1, q1, 0), where p1 + q1 = n and p1 − q1 = z − 2k
with k = 0, ..., z. Moreover, if (p1, q1, 0) satisfies p1 + q1 = n and p1 − q1 = z − 2k with
k = 0, ..., z, then there exists F ∈ GA such that i (F ) = (p1, q1, 0).

Let A ∈ Mn (C) be ΛH−symmetric. Then G ∈ GA if and only if −G ∈ GA. Hence
there exists G ∈ GA such that i (G) = (p, q, 0) if and only if there exists F ∈ GA such that
i (F ) = (q, p, 0). Hence, when we find all the possible inertia of G ∈ GA, we need only find
those (p, q, 0) for which p ≥ q.

Suppose that n = 2. The possible Jordan blocks of A are (i) a⊕ a for some a ∈ CrR,
(ii) b ⊕ c for some b, c ∈ R, and (iii) J2 (d) for some d ∈ R. In cases (i) and (iii), we have
i (G) = (1, 1, 0) for every G ∈ GA. In case (ii) we have p = 2, q = 0, and z = 2, so that
p1 − q1 = 2 or 0. Hence, if G ∈ GA, then the possible inertia of G is (2, 0, 0) or (1, 1, 0).
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Suppose that n = 6. The following two tables give the possible inertia of G ∈ GA, given
the Jordan Canonical Form of A. Here, we have λ1, . . . , λ6 ∈ R and µ1, µ2, µ3 ∈ CrR.
Let z be the number of Jordan blocks of A corresponding to a real eigenvalue and having
an odd size, and let i (G) = (p, q, 0). Then, we have p+ q = n and p− q = z − 2k, where k
is an integer less than or equal to 1

2z. The first table shows the possible Jordan blocks of
A when the largest Jordan block corresponding to a real eigenvalue has size 6, 5, or 4.

Jordan Canonical Form of A Possible i(G)
J6(λ1) (3, 3, 0)

J5(λ1)⊕ J1(λ2) (4, 2, 0), (3, 3, 0)
J4(λ1)⊕ J2(λ2) (3, 3, 0)

J4(λ1)⊕ J1(λ2)⊕ J1(λ3) (4, 2, 0), (3, 3, 0)
J4(λ1)⊕ J1(µ1)⊕ J1(µ1) (3, 3, 0)

The following table shows the other possible Jordan Canonical Forms for A.

Jordan Canonical Form of A Possible i(G)
J3(λ1)⊕ J3(λ2) (4, 2, 0), (3, 3, 0)
J3(µ1)⊕ J3(µ1) (3, 3, 0)

J3(λ1)⊕ J2(λ2)⊕ J1(λ3) (4, 2, 0), (3, 3, 0)
J3(λ1)⊕ J1(λ2)⊕ J1(λ3)⊕ J1(λ4) (5, 1, 0), (4, 2, 0), (3, 3, 0)
J3(λ1)⊕ J1(λ2)⊕ J1(µ1)⊕ J1(µ1) (4, 2, 0), (3, 3, 0)

J2(λ1)⊕ J2(λ2)⊕ J2(λ3) (3, 3, 0)
J2(λ1)⊕ J2(µ1)⊕ J2(µ1) (3, 3, 0)

J2(λ1)⊕ J2(λ2)⊕ J1(λ3)⊕ J1(λ4) (4, 2, 0), (3, 3, 0)
J2(λ1)⊕ J2(λ2)⊕ J1(µ1)⊕ J1(µ1) (3, 3, 0)
J2(µ1)⊕ J2(µ1)⊕ J1(λ1)⊕ J1(λ2) (4, 2, 0), (3, 3, 0)
J2(µ1)⊕ J2(µ1)⊕ J1(µ2)⊕ J1(µ2) (3, 3, 0)

J2(λ1)⊕ J1(λ2)⊕ J1(λ3)⊕ J1(λ4)⊕ J1(λ5) (5, 1, 0), (4, 2, 0), (3, 3, 0)
J2(λ1)⊕ J1(λ2)⊕ J1(λ3)⊕ J1(µ1)⊕ J1(µ1) (4, 2, 0), (3, 3, 0)
J2(λ1)⊕ J1(µ1)⊕ J1(µ1)⊕ J1(µ2)⊕ J1(µ2) (3, 3, 0)

J1(λ1)⊕ J1(λ2)⊕ J1(λ3)⊕ J1(λ4)⊕ J1(λ5)⊕ J1(λ6) (6, 0, 0), (5, 1, 0), (4, 2, 0), (3, 3, 0)
J1(λ1)⊕ J1(λ2)⊕ J1(λ3)⊕ J1(λ4)⊕ J1(µ1)⊕ J1(µ1) (5, 1, 0), (4, 2, 0), (3, 3, 0)
J1(λ1)⊕ J1(λ2)⊕ J1(µ1)⊕ J1(µ1)⊕ J1(µ2)⊕ J1(µ2) (4, 2, 0), (3, 3, 0)
J1(µ1)⊕ J1(µ1)⊕ J1(µ2)⊕ J1(µ2)⊕ J1(µ3)⊕ J1(µ3) (3, 3, 0)
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